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IN ARTIFICIAL 
INTELLIGENCE

1985: First Research Center in Italy 
dedicated to Artificial Intelligence

In 2017 FBK ranked as  1st Research Center 
in Italy for scientific excellence & 
economic and social impact



PRESENTE



Definition of AI

Artificial Intelligence (AI) refers to
systems that display intelligent behavior
by analyzing their environment and
taking actions – with some degree of
autonomy – to achieve specific goals.



AI in a Nutshell

Model Based AI: Create a Model of a Phenomena

Machine Learning AI: Learn the Model from Data



Model Based AI
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Esempio: Probabilistic Graphical Model





Machine Learning AI
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INDIA FIGHTS DIABETIC BLINDNESS
HELPED BY ARTIFICIAL INTELLIGENCE
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ai & family medicine
quantifying the impact: examples

prognosi

s
comorbidities in diabetes

ML can effectively predict the onset of comorbidities from EHRs, allowing the GP to enforce 

strategies to manage the patients at home, avoiding unwanted and unneeded hospitalizations
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Il Machine Learning non e’ una tecnologia infallibile …



FUTURO?





Gartner: The future of Generative AI

• By 2025, generative AI will be producing 10 percent of all data
(now it’s less than 1 percent) with 20 percent of all test data for
consumer-facing use cases.

• By 2025, generative AI will be used by 50 percent of drug
discovery and development initiatives.

• By 2027, 30 percent of manufacturers will use generative AI to
enhance their product development effectiveness.



Gartner: Generative AI:

• unsupervised (semi-supervised) machine learning

• use existing content like text, audio and video files, images, and
even code to create new possible content.

• generate completely original artifacts that would look like the real



The Simplest Generative Model

𝑦 = 𝒂 + 𝒃𝑥



GPT – Generative Pre-Trained Transformer:
Come Funziona?

• si basa sulla probabilità che dopo una parola ci sia un’altra parola,
dopo una frase ci sia un’altra frase, dopo una domanda di sia una
risposta ….

• probabilità che ha determinato avendo ricevuto in ingresso (essendo
stato “pre-addestrato” - “pre-trained”) con miliardi di frasi disponibili
in internet (in modo “non supervisionato”) …

• … valorizzando centinaia/migliaia di miliardi di parametri!



GPT – Generative Pre-Trained Transformer
Esempio:

La mamma mangia la mela

La mela mangia la mamma



GPT – Generative Pre-Trained Transformer



Transformers e Large Language Models:
Some Examples

The animal didn't cross the street because it was too tired

Attention

La mia gattina non attraversò la strada perché era troppo stanca

Attention





Transformers e Large Language Models

• ChatGPT produces a “reasonable continuation” of whatever text it’s got so far, where by 
“reasonable” we mean “what one might expect someone to write after seeing what people have 
written on billions of webpages”, etc

• This is done by picking up the “most probable next word”

https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/



Transformers e Large Language Models
Creativity?

• ChatGPT produces a “reasonable continuation” of whatever text it’s got so far, where by 
“reasonable” we mean “what one might expect someone to write after seeing what people have 
written on billions of webpages”, etc

• This is done by picking up the “most probable next world” with some randomness

• If we always pick the highest-ranked word, we’ll typically get a very “flat” essay, that never 
seems to “show any creativity”. If sometimes (at random) we pick lower-ranked words, we get a 
“more interesting” essay.

• A “temperature” parameter that determines how often lower-ranked words will be used, and 
for essay generation, it turns out that a “temperature” of 0.8 seems best. (no “theory” just what 
is found in practice)

https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/



GPT – Generative Pre-Trained Transformer 

ChatGPT non ragiona come noi …

è una intelligenza di un altro tipo …

ma sembra ragionare come noi!



GPT – Generative Pre-Trained Transformer
Allucinazioni



https://chat.openai.com/chat













CharGPT: Transformers, Attention, Large Language Models:
Alcuni Problemi

• non sempre affidabile

• non  inclusivo

• pregiudizi (sociali, culturali, di genere)

• non sostenibile (GPT3: > 1.287 MWh,  > 550 tonnellate CO2)

• non in grado di generalizzare a regole astratte















Foundation Models

astronaut in spaceperson riding horse 







IL FUTURO DEL FUTURO?



AGI = Artificial General Intelligence
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Proactive

A Future of the future AI
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Towards the Future of AI: Integrative AI

Integrative AI: (Generative) Model Based + (Generative) Machine Learning

• Machine Learning + Model based AI together

• The model / knowledge updated by learning

• A trade off in trust between the current model and data acquired so far

• Continuous Learning

• Certified AI

• Transfer of Control to Humans (also for ethical, social reasons)

• Scientific Technology + Human/Social Science +                                                     
Domain Experts need to work together



Le auto diventeranno più intelligenti

e sicure sulla strada



L’Intelligenza Artificiale ci aiuterà  a 

salvare persone intrappolate e 

ferite



I medici e gli infermieri avranno 

un paio di occhi extra 

instancabili



E esploreremo frontiere

invisibili con l’aiuto dell’Intelligenza Artificiale



Thanks and … Questions?


